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Model Identifiability

In some statistical models, different parameter val-
ues can give rise to identical probability distribu-
tions. When this happens, there will be a number
of different parameter values associated with the
maximum likelihood of any set of observed data.
This is referred to as the model identifiability prob-
lem. For example, suppose someone attempts to
compute the regression equation predicting Y from
three variables X1, X2, and their sum (X1 + X2),
the program will probably crash or give an error
message because it cannot find a unique solution.
The model is the same if Y = 0.5X1 + 1.0X2 +
1.5(X1 + X2), Y = 1.0X1 + 1.5X2 + 1.0(X1 + X2),
or Y = 2.0X1 + 2.5X2 + 0.0(X1 + X2); indeed there
are an infinite number of equally good possible
solutions. Model identifiability is a particular prob-
lem for the latent class model, a statistical method
for finding the underlying traits from a set of
psychological tests, because, by postulating latent
variables, it is easy to introduce more parame-
ters into a model than can be fitted from the
data.

A model is identifiable if the parameter values
uniquely determine the probability distribution of
the data and the probability distribution of the data
uniquely determines the parameter values. Formally,
let φ be the parameter value of the model, y be
the observed data, and F( y ; φ) be the probability
distribution of the data. A model is identifiable if for
all (φ0, φ) ∈ � and for all y ∈ SY :

F( y ; φ0) = F( y ; φ) if and only if φ0 = φ, (1)

where � denotes the set of all possible parameter
values, and SY is the set of all possible values of the
data.

The most common cause of model nonidentifia-
bility is a poorly specified model. If the number of
unique model parameters exceeds the number of inde-
pendent pieces of observed information, the model
is not identifiable. Consider the example of a latent
class model that classifies people into three states
(severely depressed/mildly depressed/not depressed)
and that is used to account for the responses of a
group of people to three psychological tests with
binary (positive/negative) outcomes. Let (Y1, Y2, Y3)

denote the test results and let each take the value

1 when the outcome is positive and 0 when it is
negative. S specifies the unobservable states where
S = 1 where there is no depression, 2 where the
depression is mild, and 3 where the depression
is severe. The probability of the test results is
then

Pr(Y1 = y1, Y2 = y2, Y3 = y3)

=
3∑

j=1

Pr(S = j)

3∏

m=1

Pr(Ym = 1|S = j)ym

× Pr(Ym = 0|S = j)1−ym . (2)

The test results have 23 − 1 = 7 independent patterns
and the model requires 11 unique parameters (Two
probabilities for depression status Pr(S = 3), Pr(S =
2), and one conditional probability Pr(Ym = 1|S = j)

for each depression status j and test m); therefore, the
model is not identifiable.

If the model is not identifiable, one can make
it so by imposing various constraints upon the
parameters. When there appears to be sufficient
total observed information for the number of esti-
mated parameters, it is also necessary to specify the
model unambiguously. For the above latent class
model, suppose that, for the second and third tests,
the probabilities of observing a positive test result
are the same for people with severe, mild, or no
depression (i.e., Pr(Ym = 1|S = 3) = Pr(Ym = 1|S =
2) = Pr(Ym = 1|S = 1) = pm for m = 2, 3). In other
words, only the first test discriminates between the
unobservable states of depression. The model now
has only seven parameters, which is equal to the num-
ber of independent test result patterns. The probability
distribution of test results becomes

Pr(Y1 = y1, Y2 = y2, Y3 = y3)

= �

3∏

m=2

(pm)ym(1 − pm)1−ym, (3)

where

� = (1 − η2 − η3)(p11)
y1(1 − p11)

1−y1

+ η2(p12)
y1(1 − p12)

1−y1

+ η3(p13)
y1(1 − p13)

1−y1 , (4)

η2 = Pr(S = 2), η3 = Pr(S = 3), p11 = Pr(Y1 = 1|
S = 1), p12 = Pr(Y1 = 1|S = 2), and p13 = Pr(Y1 =
1|S = 3). � imposes two restrictions on parameters
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(i.e., for y1 = 1 or 0), and there are five parameters
to consider (i.e., η2, η3, p11, p12 and p13). Because
the number of restrictions is less than the number
of parameters of interest, � and the above latent
class model are not identifiable – the same probability
distributions could be generated by supposing that
there was a large chance of being in a state with a
small effect on the probability of being positive on
test 1 or by supposing that there was a small chance
of being in this state but it was associated with a large
probability of responding positively.

Sometimes it is difficult to find an identifiable
model. A weaker form of identification, called local
identifiability, may exist, namely, it may be that other
parameters generate the same probability distribution
as φ0 does, but one can find an open neighborhood
of φ0 that contains none of these parameters [3].
For example, we are interested in β in the regres-
sion Y = β2X (the square root of the association
between Y and X). β = 1 and β = −1 result in the
same Y prediction; thus, the model is not (globally)
identifiable. However, the model is locally identifi-
able because one can easily find two nonoverlapping
intervals (0.5, 1.5) and (−1.5, −0.5) for 1 and −1,
respectively. A locally but not globally identifiable
model does not have a unique interpretation, but
one can be sure that, in the neighborhood of the
selected solution, there exist no other equally good
solutions; thus, the problem is reduced to determining
the regions where local identifiability applies. This
concept is especially useful in models containing non-
linearities as the above regression example, or models
with complex structures, for example, factor analy-
sis, latent class models and Markov Chain Monte
Carlo.

It is difficult to specify general conditions that are
sufficient to guarantee (global) identifiability. Fortu-
nately, it is fairly easy to determine local identifia-
bility. One can require that the columns of the Jaco-
bian matrix, the first-order partial derivative of the

likelihood function with respect to the unique model
parameters, are independent [2, 3]. Alternatively, we
can examine whether the Fisher information matrix
possesses eigenvalues greater than zero [4]. For-
mann [1] showed that these two approaches are
equivalent. A standard practice for checking local
identifiability involves using multiple sets of initial
values for parameter estimation. Different sets of ini-
tial values that yield the same likelihood maximum
should result in the same final parameter estimates.
If not, the model is not locally identifiable.

When applying a nonidentifiable model, different
people may draw different conclusions from the same
model of the observed data. Before one can mean-
ingfully discuss the estimation of a model, model
identifiability must be verified. If researchers come up
against identifiability problems, they can first identify
the parameters involved in the lack of identifiabil-
ity from their extremely large asymptotic standard
errors [1], and then impose reasonable constraints on
identified parameters based on prior knowledge or
empirical information.
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